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XAI?

“Explainable AI (XAI) is artificial intelligence (AI) in which the 

results of the solution can be understood by humans. It 

contrasts with the concept of the "black box" in machine 

learning where even its designers cannot explain why an AI 

arrived at a specific decision.”

https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Black_box


BIAS

“Machine learning bias is

a phenomenon that occurs when an 

algorithm produces results that are 

systemically prejudiced due to 

erroneous assumptions in the 

machine learning process.”



TYPE OF BIAS

• RACIAL BIAS: data favors a particular demographic

• OBSERVER BIAS: effect of seeing or searchng what you expect

to see in data

• SAMPLE BIAS: the training dataset does not reflect the realities 

of the environment in which a model will run



RACIAL BIAS: THE COMPAS CASE

Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) 

is decision support tool used by U.S. courts to assess the likelihood of a defendant 

becoming a recidivist.

How does the dataset look?



PROPUBLICA INVESTIGATION (2016)

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Two Petty Theft Arrests

In 2016, ProPublica reported that an artificial intelligence tool (COMPAS) used in 

courtrooms across the United States to predict future crimes was biased against Black 

defendants.

Two Drug Possession Arrests



RISK SCORES PREDICTED BY COMPAS

White Defendants’ Risk Score Black Defendants’ Risk Score



RISK SCORES PREDICTED BY COMPAS

Prediction Fails Differently for Black Defendants

Confusion Matrix: accuracy is about 65,3%



«COMPAS IS BIASED: THE ALGORITHM
DISCRIMINATES BLACK PEOPLE»

How can we remove the bias?

• Post-processing techniques reassign labels  based 

on a new function 

• In-processing techniques try to remove 

discrimination during the model training process

• Pre-processing techniques try to transform the data 

so that the underlying discrimination is removed





WHY SYNTHETIC DATA?

• Increased data quality: real-world data is hard 

and expensive to source

• Scalability: Fueling the machine learning economy 

takes a huge amount of data. 

• Powerful simplicity:  you can control how the 

resulting data is structured, formatted and labeled



HOW TO GENERATE DATA

1. Define a probabilistic network that describes your 

data through a DAG (direct acyclic graph)

2. Initialize each node as a random variable that 

follows a sum of weighted gaussian distribution

3. Sample each observation from a multivariate 

normal distribution

4. Convert the numerical values into categorical



HOW TO CONTROL THE BIAS

1. When initializing the network, the weight of each edge must be manually inserted

2. Higher weights means higher correlation between the connected variables

3. How does this change if the strength of connections between B and Y is lowered?



THANK YOU!


